
ut augue blandit sodales. Vestibulum ante ipsum primis in faucibus orci luctus et ultrices
posuere cubilia Curae; Aliquam nibh. Mauris ac mauris sed pede pellentesque fermentum.
Maecenas adipiscing ante non diam sodales hendrerit.

Ut velit mauris, egestas sed, gravida nec, ornare ut, mi. Aenean ut orci vel massa suscipit
pulvinar. Nulla sollicitudin. Fusce varius, ligula non tempus aliquam, nunc turpis ullamcorper
nibh, in tempus sapien eros vitae ligula. Pellentesque rhoncus nunc et augue. Integer id
felis. Curabitur aliquet pellentesque diam. Integer quis metus vitae elit lobortis egestas.
Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Morbi vel erat non mauris
convallis vehicula. Nulla et sapien. Integer tortor tellus, aliquam faucibus, convallis id,
congue eu, quam. Mauris ullamcorper felis vitae erat. Proin feugiat, augue non elementum
posuere, metus purus iaculis lectus, et tristique ligula justo vitae magna.

Aliquam convallis sollicitudin purus. Praesent aliquam, enim at fermentum mollis, ligula
massa adipiscing nisl, ac euismod nibh nisl eu lectus. Fusce vulputate sem at sapien.
Vivamus leo. Aliquam euismod libero eu enim. Nulla nec felis sed leo placerat imperdiet.
Aenean suscipit nulla in justo. Suspendisse cursus rutrum augue. Nulla tincidunt tincidunt
mi. Curabitur iaculis, lorem vel rhoncus faucibus, felis magna fermentum augue, et ultricies
lacus lorem varius purus. Curabitur eu amet.
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Box 1: Title

Lorem ipsum dolor sit amet, consectetur
adipiscing elit. Sed non risus. Suspendisse
lectus tortor, dignissim sit amet, adipiscing
nec, ultricies sed, dolor. Cras elementum
ultrices diam. Maecenas ligula massa, varius a,
semper congue, euismod non, mi. Proin
porttitor, orci nec nonummy molestie, enim est
eleifend mi, non fermentum diam nisl sit amet
erat. Duis semper. Duis arcu massa,
scelerisque vitae, consequat in, pretium a,
enim. Pellentesque congue. Ut in risus volutpat
libero pharetra tempor. Cras vestibulum
bibendum augue. Praesent egestas leo in
pede. Praesent blandit odio eu enim.
Pellentesque sed dui ut augue blandit sodales.
Vestibulum ante ipsum primis in faucibus orci
luctus et ultrices posuere cubilia Curae;
Aliquam nibh. Mauris ac mauris sed pede
pellentesque fermentum. Maecenas adipiscing
ante non diam sodales hendrerit.
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Short-term Policies to Fight Disinformation

Sergei Guriev, Emeric Henry, Théo Marquis, Ekaterina Zhuravskaya

With growing evidence of the impacts of fake news on health outcomes, political processes,

or hate crimes, �ghting disinformation has become a key concern for policy makers. The public

debate explores di�erent policy options, including regulations of social media platforms, e.g.

the European Union's Digital Services Act (EU, 2023). However, regulatory measures must

navigate the delicate balance between curbing misinformation and upholding free speech. In

the United States, constitutional limitations impede content moderation regulation, while the

European Union's focus is on illegal content, which excludes a signi�cant portion of political

misinformation. Another major policy approach involves comprehensive digital literacy pro-

grams to empower individuals to discern accurate information from false news (Guess et al.,

2020).

In this policy brief, we explore short-term policies that social scientists have proposed

to slow down the circulation of misinformation. They are not intended to be substitutes for

the aforementioned approaches but should instead be viewed as complements. We describe

and discuss the e�ectiveness of these di�erent policies in Section 1. We then compare them in

Section 2 based on a recent paper (Guriev et al., 2023). We then conclude and provide policy

recommendations in the last section.

1 Short-term policies

1.a Nudges

A widely advocated approach is to adopt policies intended to shift users' attention to-

wards accuracy. A variety of methods have been proposed, as categorized by Pennycook and

Rand (2022). The �rst method involves asking users to rate the accuracy of di�erent content,

with the potential for users to receive feedback on their accuracy ratings. The second method

simply warns users that false content circulates on social media. The third method appeals to

norms: for instance, participants are told that most other survey respondents think it is very

important to only share accurate content. Finally, the fourth method provides tips to detect

fake content (akin to digital literacy training).

While these di�erent policies might di�er in how easily they can be implemented, they
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are generally cheap to apply at scale. Pennycook and Rand (2022) conducted a meta-analysis

of over 20 studies measuring the impact of such policies exploiting nudges. They �nd that

such procedures are e�cient at reducing the sharing of false news. The average magnitude is

a decrease of 10% relative to the control group in these studies. Furthermore, a majority of

studies included in this meta-analysis have a signi�cant impact on the sharing of these false

headlines. The authors also show that these nudges tend to have a slightly positive e�ect on

the sharing of true news. Arechar et al. (2023) show that these accuracy prompts seem to work

regardless of the cultural context; they show the robustness of the results across 16 di�erent

countries, even though they highlight some di�erences.

1.b Fact-Checking

Many social media platforms have started implementing fact-checking of their content.

To avoid being accused of censorship, they typically resort to outsourcing the evaluation of ve-

racity, either to outside selected partners or to users themselves. For instance, Facebook (now

Meta) set up in 2016 the Third Party Fact-Checking program. In a large panel of countries,

they selected a number of partners, fact-checking organisations either part of larger media (such

as AFP) or independent NGOs. These partners have freedom in selecting the contents they

want to evaluate or the methods they employ. They can, for instance, rely on the algorithm

developed by Facebook to detect false information. Once a fact check is produced, the partners

have direct access to the platform to �ag posts circulating the content. The impact of this

program on the circulation of the targeted posts is examined in Cagé et al. (2024).

What is the evidence on the impact of such policies? While there is consistent evidence

that fact checking cannot correct the shift in beliefs caused by the initial exposure to fake news

(Barrera et al., 2020; Berinsky, 2017), extensive evidence shows that fact-checking reduces the

sharing of the rated news. In the French context, Henry et al. (2022) show that exposure to

fact checking reduces the sharing of false content by 45%. Moreover, they show that this e�ect

is of a similar magnitude whether users are forced to read the fact-check or can voluntarily

access the content. Merely being aware of the existence of a fact-check, without knowledge of

its content, is su�cient to decrease the sharing of disinformation. In Section 2, we explain the

mechanisms driving this e�ect.

The �ndings in Henry et al. (2022) echo the results in other studies. Yaqub et al. (2020)

show that putting labels below a news headline�indicating that the news has been fact-checked

and shown to be false (even though the actual fact-check is not shown)�decreases the self-

reported intention to share (see also Kreps and Kriner (2022)). Pennycook et al. (2020a)

carried out an online experiment where the participants were shown true and false statements.

They �nd that adding the �false� label to a statement signi�cantly reduces participants' self-

reported intention to share the statement on social media.
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Some concerns have been raised that fact-checking and the labeling of news that it im-

plies may have an �implied truth e�ect,� whereby adding tags on speci�c pieces of content

may increase the con�dence of users in those that are not �agged. Evidence appears mixed,

Pennycook et al. (2020b) show evidence consistent with this e�ect, while it does not seem to

be present in Guriev et al. (2023).

1.c Frictions

Finally, a last type of policy that has been proposed is to increase the cost of sharing con-

tent for users by adding an intermediary step before sharing, either by requiring a con�rmation

click or by requiring a pause before the content is shared. For instance, before the 2020 US

election, Twitter modi�ed the default sharing option, prompting users to add a comment to

the content they wanted to share. According to Ershov and Morales (2024), this was intended

to encourage more thoughtful consideration before sharing.

Henry et al. (2022) show descriptively that a policy requiring an extra click decreases

the sharing of false news. Guriev et al. (2023) show that the extra click policy decreases the

sharing of false news while leaving the sharing of true news una�ected. Ershov and Morales

(2024) show that the Twitter policy mentioned above reduced the overall sharing of news, with

left-wing outlets being particularly a�ected. However, they cannot conclude on the relative

e�ect on sharing true and false news. The evidence on this category of policies thus appears

mixed.

2 Comparing the di�erent policies

The literature has evaluated separately these di�erent types of policies. The di�erent

studies mentioned use a wide range of methods, making comparisons di�cult. For instance,

some studies use randomized survey experiments where the outcome of interest is self-reported

sharing intention, some use actual sharing behavior, while others use observational data from

social media platforms. We conclude this overview by describing a recent paper (Guriev et al.,

2023) that uses a uni�ed framework to assess the impact of all the policies considered above on

the circulation of both accurate and false news. The study also sheds light on the mechanisms

through which these di�erent policies operate.

2.a Methodology

During the 2022 U.S. mid-term election campaign, the authors conducted a randomized

controlled experiment involving 3,501 American Twitter users to closely emulate a real sharing

experience on the platform. Within a survey environment, participants were presented with
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four political information tweets�two containing misinformation and two with accurate facts.

The tweets were accompanied by screenshots, and participants were provided with direct links

to access the tweets on Twitter. After seeing these tweets, random subgroups of participants

underwent treatments simulating policy measures discussed in Section 1. Subsequently, partic-

ipants were asked if they would share one of these tweets on their Twitter accounts. Those who

agreed were directed to Twitter, where they could con�rm the retweet of their chosen tweet.

The authors also collected information on participants' perceptions of tweet characteristics:

they were asked to evaluate each tweet's accuracy and partisan leaning.

There were �ve treatment groups. Participants in the control group labeled "No policy,"

proceeded directly to the sharing decision without receiving any treatment. The second group

underwent the "Extra click" treatment, introducing an additional con�rmation click, as dis-

cussed in Section 1.c. The third group was subjected to the "Prime fake news circulation"

treatment, where, before sharing, participants received a warning message inspired by nudges

discussed in Pennycook and Rand (2022) and analyzed in Section 1.a: "Please think carefully

before you retweet. Remember that there is a signi�cant amount of false news circulating on

social media." The fourth treatment, "O�er fact check," informed participants that the two

false tweets had been fact-checked by PolitiFact.com, a reputable fact-checking NGO. They

were provided with a link to access the fact-checking of these tweets, as discussed in Section

1.b. It resembles the voluntary fact check implemented in Henry et al. (2022). In the last

treatment, "Ask to assess tweets," participants were prompted to evaluate the accuracy and

partisan leaning of the four tweets before sharing, introducing considerations about accuracy

and potential partisan biases associated with the content. Everybody else did these evaluations

after sharing.

2.b Results

Figure 1 illustrates the reduced-form e�ects of the treatments on sharing true and false

news. In the group with no policy intervention, 28% of participants shared one of the false

tweets, while 30% shared one of the true tweets. Consistent with �ndings in prior research,

all treatments led to a reduction in the sharing of false tweets. Speci�cally, the sharing rates

of false news in the (i) extra click treatment, (ii) priming fake news circulation treatment,

(iii) o�ering fact-check treatment, and (iv) the treatment that prompts participants to assess

content before sharing were 3.6, 11.5, 13.6, and 14.1 percentage points lower than in the no

policy group, respectively.
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Figure 1: Average Treatment E�ects on Sharing for False and True Tweets
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(b) Sample: True tweets
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T(Ask to assess tweets)

Treatments:

Source: Guriev et al., 2023.

However, the treatments have very di�erent impacts on the sharing of true tweets. Re-

quiring an extra click and prompting participants to assess tweets before sharing show no

discernible e�ect. O�ering a fact-check decreases the sharing of true tweets by 7.8 percentage

points compared to the no policy group. In contrast, the priming treatment boosts the average

sharing rate of true tweets by 8.1 percentage points. These �ndings establish a clear hierarchy

of policy e�ectiveness in enhancing the accuracy of shared political content. The priming fake

news circulation treatment emerges as the most potent strategy.

2.c Mechanisms

To understand the underlying mechanisms behind the di�erential e�ects of treatments on

the sharing of true and false news, the authors construct and structurally estimate a model of

sharing political information on social media. In this model, the sender evaluates the costs and

bene�ts of sharing. The costs encompass the e�ort involved in sharing, such as the number of

clicks required or the mental energy spent processing fact-checking information. The bene�ts

of sharing are driven by three distinct motives: political persuasion of content's audience, sig-

naling own partisan a�liation, and the bene�ts of maintaining a reputation as a credible and

trustworthy source.

The paper shows that the decision to share a speci�c piece of news increases with the per-

ceived veracity and the perceived partisan alignment of the news. Veracity positively in�uences

the utility of sharing because of the reputation motive�well-informed receivers are more likely

to view the sender as credible. Both partisan motives�persuasion and signaling�indicate that

the sender gains a higher payo� when sharing news aligned with their views. Sharing decision

also depends on the interaction between veracity and alignment. The direction of this e�ect

depends on which partisan motive predominates. Persuasion is stronger when the news is more

5



likely to be true, as receivers are inclined to adjust their actions accordingly. Conversely, signal-

ing partisanship is stronger when the news is likely to be false, as a likely-false partisan message

conveys a more credible signal of partisanship than a true partisan message. The results of the

structural estimation of the model using experimental data show that the reputation motive is a

crucial driver of sharing, while partisan motives also play a role. Moreover, partisan persuasion

dominates signaling.

This analysis explains the mechanisms through which the di�erent policy interventions

considered in Section 1 a�ect sharing. Overall, anti-misinformation policies can in�uence shar-

ing through three channels: (1) Updating, (2) Salience, and (3) Cost of sharing.The Updating

channel operates through treatments that potentially prompt the sender to revise their beliefs

about the content's veracity and partisan alignment. For example, fact-checking aims to alter

users' perceptions of content accuracy. The Salience channel works through treatments altering

the relative salience of reputation concerns compared to the partisan motives � so that the

participants put a larger weight on the veracity of the news when deciding whether to share.

The nudges, for instance, are designed to a�ect salience. Finally, each treatment a�ects the

cost of sharing. For instance, adding an extra con�rmation click increases the sharing cost in

terms of the number of clicks for all types of content, whether true or false.

Figure 2 presents the decomposition of the e�ects of various treatments into these three

channels. Surprisingly, the Updating channel contributes minimally to the impact of treat-

ments, despite some treatments a�ecting the sender's estimates of news veracity and partisan

alignment. Instead, the overall e�ect of each treatment comes from the combination of how they

in�uence the salience of reputation and the cost of sharing. Speci�cally, the salience channel

drives the di�erence in treatment e�ects on sharing false and true news. Raising the salience

of reputation positively impacts the sharing of true news and adversely a�ects the sharing of

false news. To varying degrees, all treatments increase the salience of reputation, with priming

fake news circulation having the most substantial e�ect. Simultaneously, the costs of friction

associated with di�erent treatments reduce the sharing of both true and false news. Notably,

the additional costs in the priming treatment are considerably lower than in the fact-checking

treatment, making priming more e�ective in increasing the sharing of true news. This analysis

explains why the priming treatment emerges as the most cost-e�ective policy.
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Figure 2: Decomposition of the treatment e�ects into the three channels
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3 Conclusion

In this policy brief, we have discussed the e�ectiveness of a number of short-term poli-

cies intended to slow down the circulation of disinformation. It is important to evaluate their

impact on both the circulation of true and false news. Policies based on nudges, intended to

shift the users' attention towards accuracy, appear to be the most e�ective: they decrease the

sharing of false news while increasing the sharing of true content. Furthermore, the other poli-

cies considered, such as fact-checking, also turn out to operate mainly through a salience e�ect:

presenting fact-checks prompts individuals to think about accuracy, regardless of whether they

see the content of the fact-check.

The following policy requirements emerge:

1. Encourage platforms to implement nudges prompting users to consider accuracy. The

exact format of these nudges would have to be determined and could be changed over

time to avoid habituation.

2. Encourage methods that facilitate speedy fact-checking, such as algorithmic methods,

even at the cost of increased error rates since the main e�ect of fact-checking is a salience

e�ect.

We further note that short-term policies such as accuracy prompts and fact-checking

should be seen as complements rather than substitutes for other more long-term methods such

as digital literacy training.
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